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Introduction to the BizTalk Server Management Pack for Operations Manager 2007

Document Version

This guide was written based on the Microsoft BizTalk 2009 Server Management Pack for Microsoft System Center Operations Manager 2007. 
This management pack provides support for BizTalk Server 2006, BizTalk Server 2006 R2, and BizTalk Server 2009 with Operations Manager 2007. 

Getting the Latest Management Pack and Documentation

You can find the BizTalk Server Management Pack in the System Center Operations Manager 2007 Catalog at http://go.microsoft.com/fwlink/?LinkId=82105. 

Changes in This Update

The 6.0.6703 version of the Microsoft BizTalk Server 2009 Management Pack for Operations Manager 2007 includes the following changes
· Fix for errors in discovery of Host Instances. Host Instance discovery has been modified to discover only the created Host Instances rather than all possible combinations of available Runtime Servers and Hosts. 
Changes in 6.0.6702 Update
The 6.0.6702 version of the Microsoft BizTalk Server 2009 Management Pack for Operations Manager 2007 includes the following changes:

· Fix for errors in discovering Receive Ports, Receive Location and their relationships when there are more than one Receive Locations for any Receive Port.
· Fix for errors in discovering Primary and Secondary Transport properties when more than one Primary or Secondary Transport property has the same send address.

Supported Configurations

The BizTalk Server Management Pack for Operations Manager 2007 supports the configurations as indicated in the following table. Management Pack support for any feature specific to BizTalk Server 2006 will not work when run against a BizTalk Server 2006 R2 platform, and vice versa.

	Version
	Supported

	BizTalk Server 2006 (English only)
	Yes

	BizTalk Server 2006 R2 (English only)
	Yes (includes support for EDI and RFID)

	BizTalk Server 2009 (English only)
	Yes (includes support for EDI and RFID)


Note

In BizTalk 2006 R2 and BizTalk 2009, EDI is a BizTalk application. In BizTalk 2006, EDI was only a service.
Getting Started

This section describes:  


Actions you should take before you import the Management Pack


Steps you should take after you import the Management Pack


Information about customizations

No additional configuration is required after the Management Pack is imported.

Before You Import the Management Pack

Before you import the BizTalk Server Management Pack, take the following actions:

· For versions older than BizTalk 2006 R2, you need to delete the previous versions of BizTalk Server Management Packs before importing this version of BizTalk Server Management Pack for Operations Manager 2007. This will help assure that the versions do not conflict.

Note 

If you have installed the last version of BizTalk 2006 MP for SCOM 2007, you should be able to just import the new MPs without any conflicts.

· Confirm that all agents that this Management Pack will monitor are agent-managed and show as healthy in the Operations Console.

· Configure any user accounts that need to be set up, such as any required Run As accounts or profiles. This Management Pack includes Run As profiles named “BizTalk Server Monitoring Account” and “BizTalk Server Discovery Account” to allow for the definition of specific credentials on a per-agent basis. You may need to use this Run As profile for some of the agents after you import the Management Pack. 

See Also

Security Considerations
How to Import the BizTalk Server Management Pack
Files to Download

To monitor BizTalk Server 2009, you must first download the BizTalk Server 2009 Management Pack from the Management Pack Catalog, located at http://go.microsoft.com/fwlink/?LinkId=82105. The BizTalk Server Management Pack includes the following files: 


Microsoft.BizTalk.Server.2006.Discovery.mp


Microsoft.BizTalk.Server.2006.Library.mp


Microsoft.BizTalk.Server.2006.Monitoring.mp


Microsoft.BizTalk.Server.2006.RFID.mp


BizTalk Server Management Pack Guide (optional) 


SC Management Pack Supplemental Notice

See Also

How to Import the BizTalk Server Management Pack
Recommended Additional Management Packs

The following are the additional Management Packs for SCOM 2007 SP1 suggested for fully monitoring a BizTalk deployment:

Microsoft Base Operating System


Microsoft Windows IIS


Microsoft Windows Server Clusters (if clusters are used)


Microsoft SQL Server

How to Import the BizTalk Server Management Pack

For general instructions about importing a Management Pack, see How to Import a Management Pack in Operations Manager 2007 at http://go.microsoft.com/fwlink/?LinkID=98348. 

The instructions that are specific for importing the BizTalk Server Management Pack are as follows. 


Import the Library Management Pack


Add the appropriate ‘Run As’ accounts to the two BizTalk Server ‘Run As’ profiles for the Management Server and all agents. This Management Pack includes ‘Run As’ profiles named “BizTalk Server Monitoring Account” and “BizTalk Server Discovery Account” to allow for the definition of specific credentials on a per-agent basis. These accounts are used for executing various workflows defined in this Management Pack.


Import the Discovery, Monitoring, and RFID Management Packs

After the BizTalk Server 2009 Management Pack is imported, follow these procedures to finish your initial configuration: 

1.
Create a new Management Pack in which you store overrides and other customizations. 

2.
For all agents monitored by the Management Pack, enable the agent property “Allow this agent to act as a proxy and discover managed objects on other computers.” 

Create a New Management Pack for Customizations

Most vendor Management Packs are sealed so that you cannot change any of the original settings in the Management Pack file. Instead, if you need to customize your Management Pack, you create customizations, such as overrides or new monitoring objects, and then save them to a different Management Pack. By default, Operations Manager 2007 saves all customizations to the default Management Pack. As a best practice, you should instead create a separate Management Pack for each sealed Management Pack you want to customize.

Creating a new Management Pack for storing overrides has the following advantages: 


It simplifies the process of exporting customizations that were created in your test and pre-production environments to your production environment. For example, instead of exporting a default Management Pack that contains customizations from multiple Management Packs, you can export just the Management Pack that contains customizations of a single Management Pack.


It enables you to delete the original Management Pack without first needing to delete the default Management Pack. A Management Pack that contains customizations is dependent on the original Management Pack. This dependency requires you to delete the Management Pack with customizations before you can delete the original Management Pack. If all of your customizations are saved to the default Management Pack, you must delete the default Management Pack before you can delete an original Management Pack.


It is easier to track and update customizations to individual Management Packs.

For more information about sealed and unsealed Management Packs, see “Management Pack Formats” at http://go.microsoft.com/fwlink/?LinkId=108355. For more information about management pack customizations and the default management pack, see “About Management Packs in Operations Manager 2007” at http://go.microsoft.com/fwlink/?LinkId=108356.

Security Considerations

You may need to customize your Management Pack. Certain accounts cannot be run in a low-privilege environment or must have minimum permissions. Two Run As profiles are available for this Management Pack. The “BizTalk Server Monitoring Account” is used for all monitoring of BizTalk Server where querying is required. The “BizTalk Server Discovery Account” is used for all discoveries of BizTalk Server role components. For additional details about security considerations and configuring low-privilege accounts, refer to the Operations Manager 2007 Security Guide at http://go.microsoft.com/fwlink/?LinkId=155857. 
Low-Privilege Environments

A low-privilege BizTalk Server account must meet the following requirements:

· The low-privilege BizTalk Server account must have complete and unrestricted access to the BizTalk computer/domain. 

· It should be a member of the Local Administrators with full permissions on the machine running BizTalk (which is being monitored).
Understanding Management Pack Operations

The BizTalk Server Management Pack provides for a variety of monitoring scenarios that help assure full monitoring capabilities for the BizTalk applications and infrastructure. These scenarios include suspended message alerts, BAM technical assistance alerts, BizTalk MessageBox and host alerts, Orchestration failures, BizTalk engine throttling conditions, and RFID monitoring.

Objects the BizTalk Server Management Pack Discovers

The BizTalk Server Management Pack discovers the object types described in the following table.

	Category
	Object Type
	Discovered by Default
	Description

	Local application
	BizTalk Server  (Server role)
	Yes
	This is the server role that indicates that BizTalk Server is installed on a computer.

	Local application
	BizTalk Server
	Yes
	This is the server local application that indicates that BizTalk Server is installed on a computer.

	Local application
	Host
	Yes
	A host is a logical representation of a Microsoft Windows process that executes BizTalk Server artifacts such as send ports and orchestrations. A host can be either an in-process host, which means it is owned and managed by BizTalk Server, or an isolated host, which means that the BizTalk Server code is running in a process that is not controlled by BizTalk Server.

	Local application
	Host instance
	Yes
	A host instance is the instantiated representation of a host on a specific server. This is an actual process in a service that runs a Message Agent and associated adapters, orchestrations, and so on.

	Local application
	BizTalk group
	Yes
	The management group for a set of one or more BizTalk Servers. This class contains the root information for the group, defining where the databases for the group are stored.

	Application component
	Adapter
	Yes
	A class that encapsulates the notion of an adapter. This contains common properties. Instances represent each of the different adapters installed on the server, for example, a file adapter.

	Application component
	Receive port
	Yes
	A logical grouping of receive locations.

	Application component
	Receive location
	Yes
	A receive location is the configuration of a single endpoint to receive messages from external entities.

	Application component
	Orchestration
	Yes
	An orchestration is a business process built using the XLANG/s language and is executed in the orchestration Engine.

	Application component
	Primary transport
	Yes
	Represents an endpoint configuration for a send port. Also known as (internally) as a send location.

	Application component
	Secondary transport
	Yes
	Represents an endpoint configuration for a send port.

	Application component
	Send port
	Yes
	A send port is the location to which BizTalk Server sends messages or from which BizTalk Server receives messages.

	Application component
	Send port group
	Yes
	A send port group is a named collection of send ports that BizTalk Server can use to send the same message to multiple destinations in one configuration.

	Local application
	Application
	Yes
	The application is a logical grouping within BizTalk Administration. It enables other entities within BizTalk Server to be grouped under the application.

	Database
	BizTalk MessageBox
	Yes
	This database is used by the BizTalk Server engine for routing, queuing, instance management, and a variety of other tasks.

	Database
	BizTalk Management Database
	Yes
	This database is the central meta-information store for all instances of BizTalk Server.

	Database
	Rule Engine database
	Yes
	This database is the repository for Policies, which are sets of related rules, and Vocabularies, which are collections of user-friendly, domain-specific names for data references in rules.

	Database
	Tracking Database
	Yes
	The BizTalk Tracking database stores health monitoring data tracked by the BizTalk Server tracking engine.

	Database
	SSO database
	Yes
	This Enterprise Single Sign-On (SSO) credential database securely stores the configuration information for receive locations.

	Web site
	BAM portal
	Yes
	This is the server role that indicates that the BAM portal is installed on a computer.

	Database
	BAM Primary Import database
	Yes
	This is the server role that indicates that BAM Primary Import database is installed on a computer.

	Database
	BAM Archive database
	Yes
	This is the server role that indicates that BAM Archive database is installed on a computer.

	Database
	BAM Star Schema database
	Yes
	This is the server role that indicates that BAM Star Schema is installed on a computer.

	Application component
	BAM OLAP Cubes
	Yes
	This is the server role that indicates that BAM OLAP cubes are installed on a computer.

	Service
	Enterprise Single Sign-on Service
	Yes
	Provides Single Sign-on services to enterprise applications.

	Service
	Rule Engine Update Service
	Yes
	Notifies users about the deployment or un-deployment of polices.

	Service
	BizTalk Server application service
	Yes
	This service is a direct correlation to a host instance. The Name of the Service includes the name of the host instance.

	Service
	BizTalk Base EDI service
	Yes
	Runtime service that processes EDI documents.

Note

In BizTalk 2006 R2 and BizTalk 2009, EDI is a BizTalk application. In BizTalk 2006, EDI was only a service.

	Service
	BizTalk RFID Runtime service
	Yes
	Runtime service that provides device abstraction, event processing engine, and device management

	Database
	RFIDSTORE database
	Yes
	This is the server role that indicates that RFIDSTORE Database is installed on a computer.

	Database
	RFIDSINK Database
	Yes
	This is the server role that indicates that RFIDSINK Database is installed on a computer.

	Device
	BizTalk RFID device
	Yes
	This is the role that identifies RFID devices in the server.

	Device
	BizTalk RFID device group
	Yes
	This is the server role that identifies the RFID device groups in the server.

	Device
	BizTalk RFID device version
	Yes
	This is the server role that defines the device version.

	Application component
	BizTalk RFID process
	Yes
	This is the role that identifies the RFID processes in the server.

	Application component
	BizTalk RFID provider
	Yes
	This is the server role defined for a RFID provider.


Viewing Information in the Operations Manager Console

Many views, including alert views, are available for the BizTalk Server (2006, 2006 R2, or 2009) Management Pack in the Monitoring pane of the Operations Manager Console. The views are grouped in the following nodes under the BizTalk Server node:  BAM, Services, Core, MessageBox Hosts, Messaging, Orchestrations, and RFID.

Key Monitoring Scenarios

The BizTalk Server Management Pack for Operations Manager 2007 includes a number of key monitoring scenarios as described in this topic.

Suspended Message Alerts

Monitoring and resolving issues related to suspended messages are common operational tasks in a BizTalk Server environment. The BizTalk Server Management Pack enables you to monitor and troubleshoot suspended message events in a streamlined way. Two types of message suspension occur in BizTalk Server while processing messages:  Inbound Message Suspension and Outbound Message Suspension.

For inbound messages, various types of processing failures or lack of subscription may cause a message to be suspended. Some transports can be configured to suspend the message or not suspend the message. For outbound messages, all processing failures will always lead to message suspension.

For inbound messages, alert rules for suspension are written per adapter. This approach provides more flexibility in handling message suspensions on the inbound side. You can add different response actions based on the adapter, such as notification. You can further customize the BizTalk Server Management Pack by creating custom rules. For outbound messages, all messages are always suspended on transmission time failure of any kind. 

Alert Suppression Policy

Rules for suspended messages employ a different suppression policy than are generally applied for other rules. Alerts are suppressed based the Alert Name, Alert Source, and Computer and Domain.

For suppression based on Alert Source, the alert source for each suspended message rule also contains a parameter extracted from the suspended message event. This parameter is the URI on which the message was received or transmitted.

Errors that occur on the same URI are usually due to the same reason. Therefore, we recommend that you create a single alert for the same root cause even though multiple associated failure events exist. This enables you to have one alert and one root cause, which makes it easier for you to correct problems when they occur. Streamlined alerts, based on URIs, reduce unnecessary alerts and facilitate efficient tracking of open issues. A new alert is created for a message suspension at a URI with no previous suspension alerts

BAM Technical Assistance Alerts

Business Activity Monitoring (BAM) Portal users, commonly referred to as business users, usually understand the business level indicators and business activities. They use BAM Portal to monitor aggregate indicators, complete in-process business transactions, or search for transactions with particular properties to investigate further. However, business users often do not understand the aspects of an issue at an IT infrastructure level. During investigation of a given transaction, the BAM Portal enables business users to request technical assistance from the IT Operations staff to investigate transactions at the IT infrastructure level.

The BAM Portal enables this hand-off from the business user through a Technical Assistance request. Requesting technical assistance creates an entry in the Application log in Event Viewer of the computer where the BAM Portal is hosted. This event contains details about the activity on which technical assistance is requested by the user and other important information, such as the Message Instance Identifier, Service Instance Identifier, and BizTalk Server group information.

The BizTalk Server Management Pack contains a rule to trigger an alert on detection of a BAM Technical Assistance event. The rule that creates this alert is “Error: BAM Technical Assistance Required.” A new alert is created for each request submitted from the BAM Portal. 

BizTalk Message Boxes and Hosts

BizTalk Server Management Pack incorporates performance threshold rules that provide a comprehensive view of the health of the BizTalk MessageBox databases and queues. Two different types of threshold rules are provided:  1) Rules that apply generically, that is, to all BizTalk Hosts, all BizTalk MessageBox databases; and 2) Rules that are specific to a particular BizTalk Host or a MessageBox. Generic rules monitor all the BizTalk Server Hosts or MessageBox databases based on a common threshold. For example, the rule “Monitor HostQ Size,” monitors the work queues of all BizTalk Server Hosts based on a common threshold. If three different hosts exist, all of their work queues are monitored by the same rule and alerts occur when any of the host work queues cross the common threshold.

BizTalk Server host-specific rules enable you to configure different thresholds for different hosts and MessageBox databases. For example, the rule "Monitor HostQ Size – BizTalkServerApplication" is a host-specific rule that monitors the work queue of the BizTalkServerApplication host. This is accomplished by defining a specific Operations Manager provider for the particular performance counter instance and using that provider in the threshold rule. 

Host\MessageBox-specific rules are provided as template rules to be used as a guide for creating rules that are applicable in your environment. Generic rules need to be configured with threshold values specific to your environment. BizTalk Host/MessageBox-specific rules need to be created based on the template rules and appropriate thresholds.

BizTalk Server incorporates self-throttling, which helps to prevent overloading based on various parameters. A temporary overload that causes throttling to occur is not an operationally significant event. Persistent throttling, however, is not expected in a stable environment and could indicate underlying problems at the infrastructure level. The BizTalk Server Management Pack provides proactive monitoring of such persistent throttling conditions with performance threshold monitors based on the following conditions:


BizTalk Server service process memory


Number of messages being processed


Number of threads in a BizTalk Server process


Size of the BizTalk database queues

Orchestration Failures

Monitoring for suspended orchestrations is another common scenario. Orchestrations can fail for many reasons, including: orchestration engine problems, .NET Component failures, and program logic. It is important to enable an operator to determine the source of the problem quickly and to resume suspended orchestrations when fixed. 

Service Monitoring

BizTalk Server requires that a number of services are running to operate correctly. The status of these services will be mapped to monitors for the classes representing the different BizTalk Services.

Application Monitoring

BizTalk Server introduced the concept of an application for grouping solution artifacts. Application monitoring detects effects of a failure at the application level.

RFID
The key RFID monitoring scenarios are as follows:
Monitoring for Message Tags Not Seen
This scenario tracks Device Status if the Monitor Threshold is reached. If a device is unable to read tags for a specified period, an alert is generated. 
Monitoring for Device Heartbeat

If a device cannot be reached, an alert is generated to the console. If the device is not reachable, the monitor checks if the network subnet is reachable. If the subnet does not respond, the monitor generates a second alert for Network Down status.

Monitoring Processes

The BizTalk RFID Management Pack allows you to monitor RFID processes. For example, you can monitor RFID process pipeline to verify its status.
Monitoring Providers

The BizTalk RFID Management Pack allows you to monitor RFID providers. For example, you can monitor a faulty provider. 
Monitoring the BizTalk RFID Server

The BizTalk RFID Management Pack includes allows you to monitor the RFID server. For example, you can monitor when the RFID service is no longer available.
Performance Rules

The BizTalk RFID Management Pack includes the following performance rules to monitor the rate: 
· At which errors are raised from device

· Of tags being sent from the device

· Of tags being received from the device
Operations Manager Tasks in RFID

Each Operations Manager task runs RfidClientConsole.exe on the agent machine. The output is displayed on the Operations Console on the server machine. The tasks for RFID follow. 


Backup devices:  This task backs up devices in the RfidDevices.xml file in the folder %RFIDLOGLOCATIONDIR% on the agent machine. 


Get all devices status:  This task displays the device status for all devices on the agent machine.


Get all process status:  This task displays the process status for all processes on the agent machine.


Get all provider status:  This task displays the provider status for all providers on the agent machine.


Start RFID service:  This task starts the RFID service on the agent machine.


Stop RFID service:  This task stops RFID on the agent machine.

Placing Monitored Objects in Maintenance Mode

When a monitored object, such as a computer or distributed application, goes offline for maintenance, Operations Manager 2007 cannot detect an agent heartbeat. As a result, numerous alerts and notifications might be generated. To prevent alerts and notifications, place the monitored object into maintenance mode. In maintenance mode, alerts, notifications, rules, monitors, automatic responses, state changes, and new alerts are suppressed at the agent.

For general instructions on placing a monitored object in maintenance mode, see “How to Put a Monitored Object into Maintenance Mode in Operations Manager 2007” at http://go.microsoft.com/fwlink/?LinkId=108358. 

Known Issues

This section describes known issues at the time of the release of the BizTalk Server Management Pack for Operations Manager 2007.

Known Issues

You may encounter the following issues when using this Management Pack. 

Possible Unhandled Exception Using the Pre-SP1 Operations Console to Open Performance Views

If you are running the pre-SP1 Operations Console, you may periodically encounter an unhandled exception when viewing some of the performance views in this management pack. To correct this issue, install the SP1 version of the Systems Center Operations Console.
Possible Performance Counter-Related Errors and Warnings after Reboot

You might see performance counter-related errors and warnings in the Operations Manager event log after agent reboot. The Management Pack recovers after the errors and resumes working.

”Rule Engine Service” State View

The “Rule Engine Service” state view displays redundant services.

Possible Discovery-Related Warnings in the Operations Manager Event Log

When a discovery (including relationship discovery) fails to find an instance, a warning is written to the Operations Manager event log stating that null was returned by the discovery script.
Duplicate Artifact Discoveries in Multi-Server BizTalk Environment
In a multi-server BizTalk setup, BizTalk MP discovers the same artifact on different servers and displays the duplicate discoveries in SCOM Operations Console. The paths (which includes server name) are however different for the discovered artifacts. For example, on a multi-machine BizTalk environment with 2 BizTalk servers that has a send port artifact named 'SendPort1', MP displays SendPort1 twice on the two machines.
Alerting in physical node in clustered environment is unreliable

There are two known issues associated with monitoring in clustered environments:

· When a node changes from active to passive, the monitoring status of the node and associated artifacts may not be reflected correctly in the Operations Console.
· In clustered environments, the Operations Manager creates a virtual node which may display duplicate status and alerts.

Resolution: In clustered environments comprising active/passive nodes, rely on the monitoring information displayed in the virtual node only. This is because the virtual node always points to the physical node that is active at any point in time. 
Issues with Relationships and Dependency monitors

The following are the known issues related to relationships and dependency monitors:
· Relationships between BizTalk artifacts are not discovered.
· Dependency relationships are not displayed as expected.
· Roll up of monitoring status does not occur.
· Some dependency monitors are uninitialized even after relationship discovery.
The workarounds to address these issues is as follows: 

· Restart the Operations Manager Health Service on the BizTalk agent machine.

OR

· Run the Flush Health Service State and Cache task. The steps to do this are as follows:
1. In the navigation tree, select Operations Manager ( Agent ( Agent Health State.

2. Select the machine running BizTalk under Agent State from Health Service Watcher.
3. Select the agent state under Agent State.

4. Click the Flush Health Service State and Cache task in the right-side panel.
5. In the Run Task - Flush Health Service State and Cache dialog box, click Run.
Appendix: Monitors and Overrides for Management Packs

This section provides detailed procedures and scripts that enable you to display rules and other information about the management packs you import.

How to View Management Pack Details

For information about a monitor and the associated override values, view the knowledge for the monitor.

To view knowledge for a monitor

	1.
In the Operations Console, click the Authoring button.

2.
Expand Management Pack Objects, and then click Monitors.

3.
In the Monitors pane, expand the targets until you reach the monitor level. Alternatively, you can use the Search box to find a particular monitor.

4.
Click the monitor, and in the Monitors pane, click View knowledge.

5.
Click the Product Knowledge tab.


How to Display Monitors for a Management Pack

To display a list of outputs for a management pack's monitors and overrides using the Command Shell, use the following procedure.

To display monitors for a management pack

	1.
In your management server, click Programs, and then click System Center.

2.
Click Command Shell.

3.
In the Command Shell, type the following command:

get-monitor -managementPack name.mp | export-csv filename

4.
A .csv file is created. The .csv file can be opened in Microsoft® Office Excel®.

Note 

In Office Excel, you may be required to specify that the .csv file is a text file.


For example, the following command retrieves data for the monitors associated with one of the core management packs:

get-monitor -managementPack System.Health.Library.mp | export-csv "C:\monitors.csv"

How to Display Overrides for a Management Pack

To display overrides for a management pack, use the following procedure.

To display overrides for a management pack

	1.
In your management server, click Programs, and then click System Center.

2.
Click Command Shell.

3.
In the Command Shell, type the following command:

get-override -managementPack name.mp | export-csv filename

4.
A .csv file is created. The .csv file can be opened in Office Excel.

Note 

In Office Excel, you may be required to specify that the .csv file is a text file.


For example, the following command displays the overrides for one of the core management packs:

get-override -managementPack Microsoft.SystemCenter.OperationsManager.Internal.mp | export-csv "c:\overrides.csv"

How to Display All Management Pack Rules

Use the following procedure to display a list of rules for the management packs that you imported. The list of rules can be viewed in Office Excel.

To display management pack rules

	1.
In your management server, click Programs, and then click System Center.
2.
Click Command Shell.

3.
In the Command Shell, type the following command:

get-rule | select-object @{Name="MP";Expression={ foreach-object {$_.GetManagementPack().DisplayName }}},DisplayName | sort-object -property MP | export-csv "c:\rules.csv"

4.
A .csv file is created. You can open the .csv file in Office Excel.

Note 

In Office Excel, you may be required to specify that the .csv file is a text file.


How to Display Monitor Thresholds

To display monitor thresholds, use the script described in this section. This script works for the majority of monitors. It creates a .csv file that includes the columns described in the following table, and can be viewed using Office Excel.

	Column
	Description

	Type
	The type of objects the monitor is targeted

	DisplayName
	The display name of the monitor

	Threshold
	The threshold used by the monitor

	AlertOnState
	Determines whether the monitor generates an alert when the state changes

	AutoResolveAlert
	Determines whether the generated alert will be automatically resolved when the monitor state goes back to green

	AlertSeverity
	The severity of the generated alert


Run the following script to create the .csv file that displays the monitor thresholds:

function GetThreshold ([String] $configuration) 

{ 

$config = [xml] ("<config>" + $configuration + "</config>") 

$threshold = $config.Config.Threshold 

if($threshold -eq $null) 

{ 

$threshold = $config.Config.MemoryThreshold 

} 

if($threshold -eq $null) 

{ 

$threshold = $config.Config.CPUPercentageThreshold 

} 

if($threshold -eq $null) 

{ 

if($config.Config.Threshold1 -ne $null -and $config.Config.Threshold2 -ne $null) 

{ 

$threshold = "first threshold is: " + $config.Config.Threshold1 + " second threshold is: " + $config.Config.Threshold2 

} 

} 

if($threshold -eq $null) 

{ 

if($config.Config.ThresholdWarnSec -ne $null -and $config.Config.ThresholdErrorSec -ne $null) 

{ 

$threshold = "warning threshold is: " + $config.Config.ThresholdWarnSec + " error threshold is: " + $config.Config.ThresholdErrorSec 

} 

} 

if($threshold -eq $null) 

{ 

if($config.Config.LearningAndBaseliningSettings -ne $null) 

{ 

$threshold = "no threshold (baseline monitor)" 

} 

} 

return $threshold 

} 

$perfMonitors = get-monitor -Criteria:"IsUnitMonitor=1 and Category='PerformanceHealth'" 

$perfMonitors | select-object @{name="Target";expression={foreach-object {(Get-MonitoringClass -Id:$_.Target.Id).DisplayName}}},DisplayName, @{name="Threshold";expression={foreach-object {GetThreshold $_.Configuration}}}, @{name="AlertOnState";expression={foreach-object {$_.AlertSettings.AlertOnState}}}, @{name="AutoResolveAlert";expression={foreach-object {$_.AlertSettings.AutoResolve}}}, @{name="AlertSeverity";expression={foreach-object {$_.AlertSettings.AlertSeverity}}} | sort Target, DisplayName | export-csv "c:\monitor_thresholds.csv" 
How to Display Performance Collection Rules

To display performance collection rules, use the script in this section. This script works for the majority of rules. It creates a .csv file that includes the columns listed in the following table, and can be viewed using Office Excel.

	Column
	Description

	WriteAction
	Contains information about where the performance counter is written

	WriteToDB or CollectionPerformanceData
	Writes to the Operations Manager database

	WriteToDW or CollectPerfDataWarehouse
	Writes to the data warehouse

	WC
	Stores baseline data for a performance counter into the operational database


To display the performance collection rules in the management group, run the following script:

function GetPerfCounterName ([String] $configuration) 

{ 

$config = [xml] ("<config>" + $configuration + "</config>") 

return ($config.Config.ObjectName + "\" + $config.Config.CounterName) 

} 

function GetFrequency ([String] $configuration) 

{ 

$config = [xml] ("<config>" + $configuration + "</config>") 

$frequency = $config.Config.Frequency; 

if($frequency -eq $null) 

{ 

$frequency = $config.Config.IntervalSeconds; 

} 

return ($frequency) 

} 

function GetDisplayName($performanceRule) 

{ 

if($performanceRule.DisplayName -eq $null) 

{ 

return ($performanceRule.Name); 

} 

else 

{ 

return ($performanceRule.DisplayName); 

} 

} 

function GetWriteActionNames($performanceRule) 

{ 

$writeActions = ""; 

foreach($writeAction in $performanceRule.WriteActionCollection) 

{ 

$writeActions += " " + $writeAction.Name; 

} 

return ($writeActions); 

} 

$perf_collection_rules = get-rule -criteria:"Category='PerformanceCollection'" 

$perf_collection_rules | select-object @{name="Type";expression={foreach-object {(Get-MonitoringClass -id:$_.Target.Id).DisplayName}}},@{name="RuleDisplayName";expression={foreach-object {GetDisplayName $_}}} ,@{name="CounterName";expression={foreach-object {GetPerfCounterName $_.DataSourceCollection[0].Configuration}}},@{name="Frequency";expression={foreach-object {GetFrequency $_.DataSourceCollection[0].Configuration}}},@{name="WriteActions";expression={foreach-object {GetWriteActionNames $_}}} | sort Type,RuleDisplayName,CounterName | export-csv "c:\perf_collection_rules.csv" 

Appendix: Scripts

The following table lists the scripts that are included with a default BizTalk Server Management Pack installation and the purpose of each script.

	Script
	Purpose

	BizTalkBAMPortalMonitor.vbs
	This script provides implementation for monitoring the BizTalk BAM Portal.

	BizTalkCubeMonitor.vbs
	This script provides implementation for monitoring BizTalk cubes.

	BizTalkDataBaseMonitor.vbs
	This script provides implementation for monitoring BizTalk Server databases.

	BizTalkObjectMonitor.vbs
	This script provides implementation for monitoring class instances defined in the Monitor Option.

	Microsoft.BizTalk.Library.Application.ContainsObject.Discovery.vbs
	This script provides discovery of BizTalk application relationships with other objects.

	Microsoft.BizTalk.Library.Application.Discovery.vbs
	This script provides discovery of BizTalk applications instances and their relationships.

	Microsoft.BizTalk.Library.Artifacts.Discovery.vbs
	This script provides discovery of BizTalk artifacts instances and their relationships.

	Microsoft.BizTalk.Library.BAMOLAPCubes.Discovery.vbs
	This script provides discovery of BizTalk OLAP cubes and their relationships.

	Microsoft.BizTalk.Library.BizTalkApplicationService.Discovery.vbs
	This script provides discovery of BizTalk application service instances and their relationships.

	Microsoft.BizTalk.Library.BizTalkBAMPortal.Discovery.vbs
	This script provides discovery of BizTalk BAM Portal and its relationships.

	Microsoft.BizTalk.Library.BizTalkGroupContainsHosts.Discovery.vbs
	This script provides discovery of BizTalk group instances and their relationships.

	Microsoft.BizTalk.Library.Database.Discovery.vbs
	This script provides discovery of all BizTalk Server databases instances and their relationships.

	Microsoft.BizTalk.Library.EnableReceiveLocation.vbs
	This script provides implementation for BizTalk receive location task (Enabled/Disabled)

	Microsoft.BizTalk.Library.HostAction.vbs
	This script provides implementation for BizTalk Host Task (Start/Stop)

	Microsoft.BizTalk.Library.OrchestrationAction.vbs
	This script provides implementation for BizTalk orchestration tasks (Start/Stop)

	Microsoft.BizTalk.Library.OtherRelationShips.Discovery.vbs
	This script provides discovery of other BizTalk relationships.

	Microsoft.BizTalk.Library.SendPortAction.vbs
	This script provides implementation for BizTalk send port task (Start/Stop/Enlist/Un-enlist)

	Microsoft.BizTalk.Library.SendPortGroupAction.vbs
	This script provides implementation for BizTalk send port group Task (Start/Stop)

	Microsoft.BizTalk.RFID.Components.Discovery.vbs
	This script provides implementation for BizTalk RFID components discovery.

	Microsoft.BizTalk.RFID.Database.Discovery.vbs
	This script provides implementation for BizTalk RFID database discovery.

	BizTalkRFIDDataBaseMonitor.vbs
	This script provides implementation for monitoring class instances defined in the RFID Database.

	Microsoft.BizTalk.Library.RFID.Components.Discovery.vbs
	This script provides implementation for BizTalk RFID components discovery.

	Microsoft.BizTalk.Library.RFID.Database.Discovery.vbs
	This script provides implementation for BizTalk RFID databases discovery.

	RFIDDeviceGroupMonitor.vbs
	This script provides implementation for BizTalk RFID Device group monitoring.

	RFIDDeviceHeartBeatMonitor.vbs
	This script provides implementation for BizTalk RFID Device Heartbeat monitoring.

	RFIDDeviceProcessMonitor.vbs
	This script provides implementation for BizTalk RFID Device Process monitoring.

	RFIDDeviceProviderMonitor.vbs
	This script provides implementation for BizTalk RFID Device Provider monitoring.

	RFIDMessageTagsNotSeenMonitor.vbs
	This script provides implementation for BizTalk RFID message tags not seen monitoring.
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